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Abstract

Two tide wave data of Cheng-kong harbor at Taitung, Taiwan are examined by a Fourier sine
spectrum and a new tinte frequency transform, The first data string, which covers the period from August
1%, 2002 to July 31', 2004, employed a sampling time interval of 6 minutes. The second string ranges
from December 9™ to 11" and has a sampling rate of 6 data per minute. The main concerning involves the
tsunami and fyphoon surge waves within the data. The transform invoives three steps: use the fterative
(Gaussian smoothing method to extract data within the interested frequency range; evaluates the Fourier
sine spectrum; and then imposes a window to e spectrum at a given frequency whose inverse Fourier
transform is corresponding to the real part of the spectrogram, The tsunami tide information has been
obtained by comparing the {0 seconds and 6 minutes sampling interval. It seems that the tsunami wave
measured in the harbor involves the water level decreasing, increasing and oscillation stages. The time
frequency transform shows that the oscillatory period, which has three dominant modes, ran over a period
about 10 hours. These details can only be checked after removing the smooth part. As to the typhoon

surge, not inuch information can be extracted by the present analysis.
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1. Introduction

Because of the development of computer hardware
and software, the capability of collecting leng data
strings is rapidly increasing. Engineering applications of
these data heavily rely on the understanding of the
involved details. It scems that the most convenient tools
to look into details embedded in a data string are the
Fourier spectrum and short time Fourier transformation.
The form method can be evaluated via the Fast Fourier
Transform (FFT) and reflects the overail sinusoidal
information. The latter one shows the time-dependent
distributions of both amplitude and frequency [1-7].

It is well known that both the Fourier and short
time Fourier transforms had already been proven to be
complete expansions. In spite of the fact that a data
string collected from nature, such as carthquake,
underground water level, and tide data, frequently
invelves complicated details emitted from multiple
sources, these two transforms can faithfully capture all
the desired insights whenever they are properly
employed. In this study, the tide data involving the
tsunami and typhoon will be cxamined by these two
transforms.

If the FFT is employed to find the specirum of a
continuous data string, the result frequently involves the
Direct Current (DC) contamination and error due to the
non-periodic condition. Morcover, if one trics to remove
the non-sinusoidal part embedded in the data string via a
non-diffusive filter, the resulting sinusoidal data may be
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contaminated by the phase shift intreduced by the filter.
This study will employ the diffusive filter of Refl[8-10]
to decouple the non-sinuscidal part and/or extract the
high freguency part of the tsunami data. Then, the
Fourier sine spectrium generator of Ref.[6,7] is employed
to find the spectrum free from the error induced by the
non-periodic condition. In Ref[11-14], it had been
shown that the Gabor transform can be approximated by
a new approach without dircctly evaluating the
convolution integral and is free from the corresponding
numerical integration error. This study will employ this
new approach to evaluate the spectrogram.

2. Theoretical Developments

For the sake of completeness, all the required tools
are briefly reviewed below.

2.1 Iterative Gaussian Smoothing Method

Assume that a discrete data string can be
approximated by [13,14]
® 2xt; 2rt; N
A i
¥ =2l cos + ¢y sin y 1+ Yauy, (n,
{=0 i ! n=0

where the polynomial represents the non- sinusoidal part ,
-m < f<oo, and N is referred to as the largest power

n>N . Note that the

non-sinusoidal part may be interpreted as the sum of
monotonic part and all the Fourier modes whose
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wavelength longer than the expansion interval. When the
Gaussian smoothing method is employed, the following
formulas are obtained [8-10].
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where ¥, and y';are the smooth and high frequency

parts, respectively. In Ref. [13,14], it was proven that
afier applying the Gaussian smoothing method once, the
resulting smoothed data becomes

_ N N-
FH)=ayx™ vay N+ Z epx”
N (),
Zc:(d/ﬂ!){b, cos[ J-{-c! sin(ﬂ}
-0 A A

where the upper index [N / 2] is the EBuler number
which takes the integer part only and the attenuation
factor satisfies [8-11}
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where £ is the machine error of the computing device.

Then the hig, h frequency part becomes
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Obviously the degree of the polynomial is reduced by 2.
If the high frequency part is repeatedly smoothed m
times by the (Gaussian smoothing method, where
m > N/2, the corresponding results can be rearranged

in the foliowings [8-11].
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where and 1,

y'- are the high frequency and
smoothed parts at —th smoothing step, respectively.

Finally, y(m) is the desired smooth part and ', is

the desired high frequency part which completely
removes the non-sinusoidal part. Obviously, both the
original Gaussian smoothing and iterative smoothing
algorithms are approximately diffusive.

For a real data string, the infinite upper bond of
Eqgs.(2-6) becomes A which reflects the data size. The
finite data size will induce smoothing error around the
two ends. In Ref.[14], the following empirical relation is

proposed to estimate the faded range of 1 <m<10%.
X001 /o =34+283 lOgIO (H?) (7),

where xg gy is the distance from an end point where the
resulting 1, has at least a 0.1% deviation from that
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estimated by Eq.(6). In other words, the error penetration
distance increases exponentially with respect te the
number of iteration cycle.

Suppose that all the waveforms within the range of
A <A<y are insignificantly small. It is intuitive 1o

require that
[i=a(e.in]” = [1 7exp{- 1ia? uﬁ}]’" -1-5

[l —ale. i) = [1 - cxpL 2nte? /)»f}]m =4
where the parameter & can take an arbitrarily small
value. The solution of this sct of sitmultaneous equations
will give the value of the smoothing facter ¢ and the
number of cycles, , required to perform the
decomposition of the two waves. In this study,
Ayl Ay =2 and &=0.001 arc employed so that the
=0.7715 and m =127,

In Refl[14}, in stead of directly employing Eq.(2)
and the iteration procedure on the time domain. The
following fast version on the spectral domain had been
developed.

1. Properly choose two end points of the data string
and connect them with a straight line.

(8},

m

parameters are o/ A,

2, Substrate the straight line from the original data
string.

3. Find the Fourier spectrum via an FFT algorithm.

4. Determine the transition =zone A,/4; where
A <0.05T | Solve Eq.{7) to obtain ¢ and m for
agiven .

5. Multiple every Fourier mode by the factor
blo, Ay m) = [l - cxp(— 2ric? 14 }]m (9

6. Evaluate the inverse FFT of the resulting spectrurm
to obtain the desired high frequency past.

7. The difference between the original data and high

frequency part is the smooth part,

This procedure employs the linear trend removal [3] as
an enhance technigue to reduce the error around the two
ends. Consequently, the resulting error region is slightly
smaller than that estimated by EqJ7). Moreover, this
procedure can be strictly diffusive because every Fourier
mode of the high frequency part is embedded by the
attenuation factor satisfying the relation

0= blo,Ay,my<1 (10)
In order to avoid the possibility of ruining these criteria
by the round-off error, b(o,4;,m) can be artificially
restricted via programming technique so as to satisfy
Eq.(10).

Since the fast version skips the application of
Eq.(2) and iteration procedure, the required computing
resource includes: the forward and backward FFTs for
the evaluation of Fourjer spectrum ( 24/ In, A ) and the
evaluation of modifying amplitude of every Fourier
mode {<i00 M ). It means that the required computing
resource is slightly longer than two times of employing
the FFT.

2.2 Fourier Sine Spectrum Generator



In general, if an FFT algorithm is employed to
evaluate the spectrum of a data string  with
ron-sinusoidal part, the resulting spectrum always has an
exponentially decayed envelope. The information of the
low frequency part is thus seriously contaminated.
Similarly, the non-periodic condition often introduces a
aegative contribution. In Ref. [8-11], the above iterative
filter is first employed to remove the non-sinusoidal part
and then reduce the non-periodic condition’s error via the
following procedure.

t. Use the fast filter to remove all the short modes whose
wavelengths are less than 2 to 3 times of the sampling
interval. Now the linear trend removal is not necessary.
The resulting response will be a smooth data string.

. Employ the above mentioned fast and sharp filter to
remove the non-sinusoidal part,

. For the remaining high frequency part, use search and
interpolation methods to find 0 points around the two
ends.

. Use the monotonic cubic interpolation [7-11,15] to
redistribute the data and let the total number of points
is set to bezK, where K is an integer (ZK >2M)
to make sure that the interpolation error is smalt
enough.

. Perform an odd function mapping with respect to a
new end so that the final data point is doubled.

. A simple FFT algorithm is employed to generate the
Fourier sine spectrum.

2.3 Fourier Sine Spectrogrum Generator
It can be proven that the Gabor transform
of p{(fy using the Gaussian kernel, the following formulas

can be casily proven [13,14].
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The direction of the first identity will tead to a first order
accurate numerical integration because the data yp(r) is

(1),

always discrete. Because of the orthogonal property of
both the FFT and inverse FFT of a periodic y(r), the

second relation of Eq.(11} will involve the round-off
error only. Therefore, this study employs the second
formutation to attain a version of mall integration error.

3. Results and Discussions

In the tide data string of the Cheng-kong harbor (from
August [¥, 2002 to July 31th, 2004), there was & tsunami
record in December 10% 2003, Around the day of
2003/09/01, there was a typhoon surge. The whotle data
string is shown in Fig.la and two detaited plots of the
original data around the surge and tsunami are shown in
Figs.1b and le, respectively. In Fig.1d, the 3 days data
around the tsunami with a sampling rate is shown (from
2003/12/09 to 2003/12/11).
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From Figs.ia and 1b, one can find the instance of
the typhoon surge but can not identify the tsunami from
Fig.1c because the latter is a minor impulsive data as
show in Fig.1d. In order to inspect the tsunami data, the
iterative Gaussian smoothing method with o =0.05
days and m =126 is employed to remove all the long
wave part of the original data of Fig.1b. The resulting
high frequency part of the data with ¢ minutes sampling
rate is shown as the heavy solid line in Fig.2a where the
corresponding data of 10 seconds sampling rate is shown
as the thin solid line. Those shown in Fig.2b are the 6
minute data, 10 second data and its smoothed part with
parameters of & =0.003days and m=126. Both data
show that there are three steps of the tsunami wave: the
water level is first slightly decreased, next is the
incrementai period and then followed by water levet
osciliation. The long second and the oscillatory third
steps might be induced by the harbor effect of reserving
excessive water within a short period. The 6 minutes data
string has a long water level decreasing period (about 45
minutes) may be caused by the insufficient sampling rate.
On the other hand, the smoothed part of the 10 seconds
data string has a water level decreasing period of about
15 minutes. Note that this period is also approximately
the period between two successive peaks of the
oscillatory period.

The Fourier sine spectra of the period of 39.4-40.2
seconds of the high frequency part of both data sirings
are shown in Figs.2c and 2d, respectively. These spectra
reflect the oscillatory behavior within the harbor induced
by the tsunami tide. It seems that both spectra have the
first dominant modes with the wavelength of about 18
minutes while the second dominant modes have
wavelengths of about 11.5 minutes. The second dominant
mode of the 6 minute data splits into two nearby modes
may be caused by the insufficient sampling rate. It seems
that the 15 minutes period is a combination of these two
dominant waves, Moreover, the 18 minutes period is
closely related to the water level decrcasing period
identified by other technique.

Two- and three-dimensional spectrograms with
window factor of ¢ =1days (wideband spectrogram) are
shown in Figs.3 and 4, respectively. Those shown in
Figs.5 and 6 are those with ¢ = 0.009 days (narrowband
spectrogram). From the former figures, one can grasp the
information that, around the incident instance of tsunami
wave, there is a vertical contamination band in the
spectral direction. The contaminated band is induced by
the sudden enlargement of the osciilatory period. From
the latter figures with narrowband spectrogram, one can
pick up the information of important modes as shown.
From these figures, onc can cleatly see three modes
whose wavelengths are 9.23, 11.5, and 18 minutes, The
first and second dominant modes (18 and 1.5 minutes
modes) are signrificant in the period from 39.5 to 19,95"
days, say about 11 hours. The third mode (9.23 minutes
and also 6.5 cycles per hour) exists in the interval from
39,5 to 39.86 days, say about 9 hours. After the time of
40" day, in addition to these modes, there are many other



modes which may be induced by the dissipation of the
harbor.

The spectrum of the typhoon surge wave of Fig. lc
is shown as the heavy line in Fig.7, where the expansion
period covers the range from 390 o 410 days. That
shown as thin solid line in the same figure is the
spectrum of 355-375 days. From this figure, it seems that
the contribution of the typhoon surge wave can not be
reflected from spectrum. Those shown in Figs.8 and 9
are two- and three-dimensiconal spectrograms of the surge
wave where the whole day, half, one third, one fourth,
and one fifth tides arc captured. The surge wave induces
a vertical contamination band as shown. Up to this point,
not other details can be extracted from these
spectrograms because the surge introduces an additional
smooth amdl positive data within one day period
approximately. Such a short period addition can be
captured by the present time-frequency analysis.

4. Conclusions

The Fourier sine spectrum and spectrogram were
successively employed to study a tsunami and a typhoon
surge wave of the tide data of the Cheng-Kung harber in
Taidong, Taiwan. From the filtered time-domain data and
time-frequency transform, detailed information of the
tsunami tide is captured. However, no much information
of the surge wave can be obtained from the present tools,
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Fig.l original data: (a) the whole data string of the first
data (6 minutes sampling rate); (b) data around the
typhoon surge; (¢} data around the tsunami; and {(d) data
around the tsunami (10 seconds sampling rate)
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Fig.2 The tsunami data: (a) comparison of high
frequency part of two data with ditterent
sampling rate; (b) detailed plots; (¢) spectrum of
10 seconds sampling rate; and (d) spectrum of 6
minutes sampling rate.
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Fig.3 The two-dimensional amplitude plot of the
spectrogram of the tsunami tide, 39.4 — 40.2th days,
window factor c=1

2003/12/10 tsunami.dat, 39.4 -40.2 days
6-288 cycle, 80 lines, k=1, c = 1, sigma = 0.04, 126 its

Fig.4 The three-dimensional amplitude plot of the
spectrogram of the tsunami tide, 39.4 — 40.2th days,
window factor ¢ =1
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Fig.,5 The two-dimensional amplitude plot of the
spectrogram of the tsunami tide, 39.4 - 40.2th days,
window factor ¢ = 0.009
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B-288 Hz, k=1, c=0,009, sigma = 0.05, 126 its

Fig.6 The three-dimensional amplitude plot of the
spectrogram of the tsunami tide, 39.4 — 40.2th days,
window factor ¢ =0,009
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Fig.7 Spectra comparison: spectrum of Fig.7 (heavy solid)
and spectrum without surge (thin solid).

Cheng-Kung Harbor, surge data, 2003/07/01= Gth day
0.1-7.1 cyclelday, 70 lines, k=c=1, 126 its, sigma =10
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Fig.8 The two-dimensional amplitude of the spectrogram
of the typhoon surge.

Cheng-Kung Harbor, surge data, 2003/07/01= Oth day
0.1-7.1 cycle/day, 70 lines, kec=1, 126 its, sigma =10

Fig.9 The three-dimensional amplitude of the typhoon
surge’s spectrograrm.
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